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bstract

Euler–Euler simulations of the gas–liquid flow in a square cross-sectioned bubble column with LES (two sub-grid scale models) and the k–ε

odel are presented. The sub-grid scale modeling is based on the Smagorinsky kernel in both its original form and the dynamic procedure of
ermano. The attempt has been made to assess the performance of these two sub-grid scale models. The Smagorinsky model with model constant
s = 0.12 performs quite well, and gives results almost identical to those given by the dynamic procedure of Germano. The SGS models are modified

o account for bubble induced turbulence (Sato model) and it is observed that it does not change the results much. Predictions are also compared
ith the available experimental data. All the non-drag forces (turbulent dispersion force (only for RANS), virtual mass force, lift force) and drag

orce were incorporated in the model. An extended k–ε turbulence model has been used with extra source terms introduced to account for the

nteraction between the bubbles and the liquid. Though both LES models showed agreement in predictions, the Germano model still can be used
o have estimates of Cs value which are not known a priori. Moreover, if objective is to understand the steady and time averaged features, RANS
an also perform well.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Bubbly flows are encountered in several applications of
ndustrial interest and different engineering areas, e.g. nuclear
lants in nuclear engineering, bioreactors in chemical engineer-
ng separators, in oil and gas engineering. In nuclear power
lants, bubbly flows are relevant for various design and safety
ssues. In particular, they can be found in the pressure sup-
ression pool of evolutionary boiling water reactors (BWR).
n passive cooling systems of such reactors, decay heat removal
ay be achieved by venting steam (mixed with non-condensable

ases) into the suppression pool to reduce the pressure in the
eactor system. There is the need to study in detail the complex
D phenomena which will occur in these containment volumes
Smith [1]). In order to understand the phenomena, advanced

odeling of the key phenomena is carried out at Paul Scherrer

nstitute (PSI) in the context of the NURESIM project (Cacuci
t al. [2]). In view of this, an attempt has been made in the
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resent work to understand the bubbly flows in simpler config-
ration, i.e. in a bubble column wherein gas is sparged at the
ottom of the column, and rises through it in the form of bub-
les. The resulting flow is characterized by many distinct flow
tructures of various length scales (from tiny vortices shed by an
ndividual bubble to macroscopic circulation covering the whole
olumn). The regime considered in present work is representa-
ive of the bubbly flows observed in chemical as well as nuclear
ndustry.

During the last decade CFD as a research tool has opened the
ossibility to perform detailed study of two phase flow pattern
n bubble columns. Various approaches have been suggested
or solving the same fundamental flow problem and model-
ng may be attempted at various level of sophistication (for
xample, Delnoij et al. [3] using Eulerian–Lagrangian frame-
ork; Borchers et al. [4] using Eulerian Eulerian framework).
xcellent account of the subject can be found in reviews of
akobsen et al. [5], Joshi [6], Sokolichin et al. [7], Rafique

t al. [8] and Mudde [9]. The turbulence of the continuous
hase was incorporated through different models like the k–ε

odel (e.g. Pfleger et al. [10], Ekambara et al. [11]), k–ω model
e.g. Bech [12]), Reynolds Stress Model (e.g. Glover Cartland

mailto:mahesh.dhotre@psi.ch
dx.doi.org/10.1016/j.cej.2007.04.016
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Nomenclature

BIV bubble induced viscosity
CFD computational fluid dynamics
Cμ model constant in the k–ε model (–)
Cμ,BI model constant for bubble induced turbulence (–)
Cε1, Cε2 constant in turbulence models (–)
CD drag coefficient (–)
CL lift force coefficien (–)t
CVM virtual mass force coefficient (–)
CTD turbulent dispersion coefficient (–)
Cs sub-grid scale model constant (–)
dB bubble diameter (m)
Eo Eotvos number (–)
g gravitational constant (m s−2)
G production of turbulent kinetic energy

(kg m−1 s−3)
I unity tensor
k turbulent kinetic energy (m2 s−2)
P pressure (N m−2)
MD drag force (N m−3)
ML lift force (N m−3)
MVM virtual mass force (N m−3)
MF total interfacial force (N m−3)
u axial component of velocity (m s−1)
u′ fluctuating or sub-grid scale (SGS) velocity

(m s−1)
v lateral component of velocity (m s−1)
VG superficial gas velocity (m s−1)

Subscripts
G gas phase (–)
k either phase
L liquid phase

Greek symbols
ε volume fraction (–)
Δ filtering width (m)
Δi grid spacing in radial direction (m)
Δj grid spacing in lateral direction (m)
Δk grid spacing in axial direction (m)
ε turbulent kinetic energy dissipation rate (m2 s−3)
μL dynamic viscosity (kg m−1 s−1)
ν molecular kinematic viscosity of liquid (m2 s−1)
νt turbulent kinematic viscosity of liquid (m2 s−1)
ρ density (kg m−3)
σk model constant k–ε model (–)
σε model constant k–ε model (–)
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Vanga Reddy et al. [15] carried out LES using Smagorinsky
τ stress tensor (N/m2)

nd Generalis [13]) and large eddy simulation (e.g. Deen et al.
14] and Vanga Reddy et al. [15] for a bubble column, Milelli

16], Lakehal et al. [17] for bubble plumes). The LES approach
as been identified as a better way to model the turbulence
y amongst others, Jakobsen et al. [5]. In LES, the scales of

m
t
m
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otion in a turbulent flow are separated into large and small
cales; only the large scales of motion are computed explic-
tly and the effect of the unresolved small scales is modeled
sing closure laws that invoke an eddy viscosity hypothesis for
he sub-grid stress terms. Since it is believed that small scales
re more universal than large scales, one can hope that simpler
lgebraic models can be used to model them. It also means that
ES has higher chances to be successful in flows where main
henomena are dominated by the existence of large coherent
tructures or eddies. Bubble columns fall into this category. Fur-
her, the interest in adopting LES in the present context is to
ermit the bubbles to directly interact with eddies which have
t least the same size but not with smaller ones. Hence, tur-
ulent energy dissipation that may occur at the sub-grid scale
evel due to the superposition of the liquid fluctuations and
hose induced by the bubbles are dictated by the energy contain-
ng eddies; this combined effect requires therefore a sub-grid
cale model. The rationale behind use of LES for bubbly flows
erives from the expectation that the large scale motions (which
arry most of the energy) would be primarily responsible for the
acroscopic influence of the turbulence on the bubble motion,

ncluding dispersion, whereas small-scale turbulence would be
ess important affecting more the localized bubble oscillations
17].

When envisaging the potential of LES for simulating bub-
ly flows, one should clearly identify the scales at which LES
ight be used, since this implies level of details of the inter-

ace resolution/modeling. Simulations at the meso-scale, i.e.
cales larger than the interface details (bubble sizes), imply an
uler–Euler description of the interaction between the phases,
uch as described in this work. However, if LES for mul-
iphase flows is applied at scales smaller than the bubble
izes (micro-scales), explicit interface tracking procedure would
e needed (Niceno et al. [18]). The use of LES to capture
he turbulent interactions between bubbles and the energy-
ontaining large eddies in the continuous phase seems a very
romising line of approach, since the large eddies mainly
esponsible for the interactions with the bubbles are explicitly
esolved, while the smaller scale motions of the liquid may
e modeled using simple sub-grid-scale (SGS) closure mod-
ls.

Previous published work in two-fluid model LES, Milelli et
l. [19] used a combination of the Euler–Euler approach and a
ES model for the turbulence of the liquid phase. They studied

he motion of a bubble plume in a cylindrical tank. Deen et al.
14] used similar approach and simulated the hydrodynamics in
he bubble column with a square cross-section. They compared
redictions of k–ε model and LES and reported that the LES
ompares better with the experimental data. Lakehal et al. [17]
tudied turbulent bubbly shear flows in a vertical square channel
f which the inlet was separated into two equal halves by a
plitter plate. An air–water mixture with different flow rates was
ntroduced on either side of the splitter plate. More recently
odel for rectangular column and compared predictions with
ransient computations performed with mixing length and k–ε

odel. They found that all three models produce similar results.
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owever, they carried out the simulation for a two-dimensional
olumn which featured a large aspect ratio of the cross-section
nd the conclusions cannot be generalized for three-dimensional
eometries.

In view of this, it was thought desirable to carry out large eddy
imulation in three-dimensional square cross-sectional bubble
olumns. In the present work, we have followed the work of
een et al. [14] and made an attempt to assess the performance
f two sub-grid scale models, Smagorinsky [20] and Dynamic
odel of Germano et al. [21]. The predictions using LES (two

ub-grid scale models) and k–ε model have been compared with
he experimental data.

. Mathematical modeling

The equations of motion for phase k in an Eulerian–Eulerian
imulation are generally expressed as follows (Drew [23]):

∂

∂t
(ρkεk) + ∇ · (εkρkuk) = 0, (1)

∂

∂t
(εkρkuk) + ∇ · (εkρkukuk)

= −∇ · (εkτk) − εk∇p + εkρkg + MF,k (2)

he terms on the right-hand side of Eq. (2) are, respec-
ively, representing the stress, the pressure gradient, gravity
nd the momentum exchange between the phases due to inter-
ace forces. The stress term of phase k may be described as
ollows:

k = −μeff

(
∇uk + (∇uk)T − 2

3
I(∇ · uk)

)
(3)

here μeff is the effective viscosity which results from mod-
ling the turbulent transport not resolved by computation. As
roposed by Sato and Sekoguchi [24] the turbulent stress in the
iquid phase of bubbly flow can be subdivided into two com-
onents, one due to the inherent, i.e. shear-induced, turbulence
hich is independent of the relative motion of bubbles and liquid,

nd the other due to the additional turbulence caused by bubble
gitation, i.e. bubble-induced turbulence. The present formula-
ion assumes that the effective viscosity of the liquid phase is
omposed of three contributions; the molecular viscosity, the
urbulent eddy viscosity and an extra term to model the bubble
nduced turbulence

eff = μL,L + μT,L + μBI,L (4)

The model proposed by Sato et al. [25] has been used to
ake account of the turbulence induced by the movement of the

ubbles. The expression used was as follows:

BI,L = ρLCμ,BIεGdB|uG − uL| (5)

ith a model constant Cμ,BI which is equal to 0.6. We use two
pproaches to calculate the turbulent eddy viscosity, μT,L: LES
nd the k–ε model.

a
d

2

f
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.1. Large eddy simulation

The velocities in Eqs. (1) and (2) are defined as follows:

k = ũk − u′
k (6)

ere, uk is the part of the velocity for phase k that will be resolved
n the numerical simulations, ũk the instantaneous velocity and
′
k is the unresolved part of the numerical simulations. When
ltering operation (Leonard [26]), is used to obtain Eqs. (1) and
2), these terms are, respectively, the grid scale (resolved) and the
ub-grid scale (unresolved) velocities. Hereafter, when speaking
bout velocities, we refer to uk, unless mentioned otherwise. We
eed a sub-grid model to model the unresolved turbulent scales.
he key element in LES is the sub-grid scale model, which
etermines the effect of the unresolved scales of motion on the
esolved scales. In the present study we have used two models.
a) The simple model of Smagorinsky [20] and (b) the dynamic
odel of Germano et al. [21].
Smagorinsky [20] used following expression to calculate the

urbulent viscosity μT,L i.e. the SGS viscosity:

T,L = ρL(CsΔ)2|S| (7)

here Cs is a model constant and S is the characteristic filtered
ate of strain tensor and Δ = (ΔiΔjΔk)1/3 is the filter width. The
isadvantage of this model is that the constant Cs must be set,
nd it seems to be different for different flows. In the literature
or single-phase flow, the constant is found to vary in the range
rom Cs = 0.065 (Moin and Kim [27]) to Cs = 0.25 (Jones and

ille [28]). We used value of Cs equal to 0.12 for the present
ork based on previous experience of Lakehal et al. [17] and
ilelli et al. [19]. In view of the uncertainty in specifying the

onstant Cs, Germano et al. [21] proposed a dynamic sub-grid
odel in which the constant Cs is not arbitrarily chosen (or

ptimized), but where it is computed. The main idea behind this
ew concept consists in introducing a filter,

�
Δ with larger width

han the original one, i.e.
�
Δ > Δ. This filter is applied to the

ltered Navier–Stokes equations (the NS equations are filtered
wice), yielding the value of Cs derived from:

s = −1

2

LijMij

MijMij

(8)

here

ij = �
uiuj − �

ūi
�
ūj

nd

ij =
[

�
Δ2|�S̄|�S̄ij − �

Δ2
�

|S̄|S̄ij

]

nd the hat indicates that a second filter, usually called the test
lter, which is twice the mesh size in the present study, has been
pplied to the velocity fields. This is standard procedure and
etails can be found elsewhere (Germano et al. [21], Lilly [29]).
.2. Standard k–ε model

The interpretation of the terms uk and u′
k in Eq. (2) changes

or the RANS approach to turbulence modeling. When Eqs. (1)
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nd (2) are obtained through time averaging, then uk and u′
k

epresent the mean velocity and the fluctuating velocity. When
ither time averaging or filtering is used, unclosed terms occur
n the stress term (Eq. (3)) and in the interface forces, and must
e modeled.

When k–ε model is used, the turbulent viscosity is formulated
s follows:

T,L = CμρL
k2

ε
(9)

ith the turbulent kinetic energy k and the energy dissipation
ate, ε are calculated from their conservation equations. The gov-
rning equations for the turbulent kinetic energy k and turbulent
issipation ε are:

∂

∂t
(εLρLk) + ∇ · (εLρLuLk) − ∇ ·

(
εL

μT,L

σL
∇k

)

+εL(G − ρLε) + STk (10)

∂(εLρLε)

∂t
+ ∇ · (εLρLuLε) = −∇ ·

(
εL

μT,L

σε

∇ε

)

+εL

(
Cε1

ε

k
G − Cε2ρL

ε2

k

)
+ STε (11)

ith standard model constants Cε1 = 1.44, Cε2 = 1.92, Cμ = 0.09;
k = 1, σε = 1.3. The term G in above equations is the production
f turbulent kinetic energy and described by

= τL : ∇uL (12)

he model proposed by Simonin and Viollet [30] has been used
o represent the migration of the gas bubbles through the liquid.
he extra source terms are written for this model as:

Tk = Ck2CfρLεGεLk (13)

Tε = Cε2CfρLεGεLε (14)

ere Cf is the interphase friction coefficient given by

f = 3

4

CD

dB
|uG − uL|

The coefficients of this model are Ck2 = 0.75, Cε2 = 0.6.

.3. Interfacial forces

The momentum exchange term MF,L in Eq. (2) describing
he interface forces is given as follows:

F,L = −MF,G = MD,L + ML,L + MVM,L + MTD,L, (15)

here the terms on the right hand side of Eq. (8) are forces due to
he interphase drag, lift, virtual mass, and turbulence dispersion,
espectively. All other components of the interfacial momentum
ransfer term besides the drag force are collectively referred to

s the non-drag forces.

The origin of the drag force is due to the resistance experi-
nced by a bubble moving in the liquid. Viscous stress creates
kin drag and pressure distribution around the moving bubble

d
d

M
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reates form drag. The drag force per unit volume is written in
he following form (Clift et al. [31]):

D,L = 3

4
εGρL

CD

dB
|uG − uL|(uG − uL) (16)

The drag coefficient CD depends on the flow regime and the
iquid properties. The Reynolds number covered in the present
ork falls under the inertial range and as per the visual exper-

mental observation bubbles become distorted in this region.
shii and Zuber [32] give the following expression for the drag
oefficient CD in the case of distorted bubbles:

D = 2

3
E1/2

o (17)

here Eo is the dimensionless Eötvös number (Eo = gΔρd2
B/σ).

n this work, a bubble size of 4.0 mm is used, giving Eo = 2.2
nd CD = 1.0. The bubble size is in correspondence with the
bservations of Deen et al. [22]. A sensitivity analysis for the
alue of CD has been investigated in the present work.

A bubble traveling through a fluid in shearing motion will
xperience lift force transverse to the direction of motion. The
ffect of shearing motion in the liquid phase on the movement
f the gas phase is modeled through the lift force as (Zun [33],
rew and Lahey [34]).

L,L = εGρLCL(uG − uL) × ∇ × uL (18)

here CL is a model constant which is set to 0.5.
The virtual mass force accounts for relative acceleration, the

dditional work performed by the bubbles in accelerating the
iquid surrounding the bubble (Jakobsen et al. [5]). The acceler-
tion of the liquid is taken into account through the virtual mass
orce, which is given by

VM,L = εGρLCVM

(
DuG

Dt
− DuL

Dt

)
(19)

here the virtual mass coefficient CVM is generally shape depen-
ent and is taken to be 0.5 for individual spherical bubbles.
he D/Dt operators denote the substantial derivatives in the two
hases. At the start of each run, initially the virtual mass force
as deselected and this effect was taken into account by simply
sing an enhanced gas density (Smith [1]).

′
G = ρG + CVMρL (20)

n the acceleration term of the gas momentum Eq. (2).
It should be noted that the drag and lift forces depend

n the actual relative velocity between the phases, but the
eynolds-averaged equations of motion for the liquid only pro-
ide information regarding the mean flow field. To account for
he random influence of the turbulent eddies; the concept of a
urbulent dispersion force has been advanced. By analogy with

olecular movement, the force is set proportional to the local
ubble concentration gradient (or void fraction), with a diffusion
oefficient derived from the turbulent kinetic energy. The force

erived by Lopez de Bertodano [35] approximates a turbulent
iffusion of the bubbles by the liquid eddies. It is formulated as:

TD,L = CTDρLk∇εG (21)
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here k is the liquid turbulent kinetic energy per unit of mass.
he turbulent dispersion coefficient CTD of 0.2 was found to give

he best results in prediction of axial liquid and gas velocity in the
resent work. It should be noted that the turbulence dispersion
orce was only used for k–ε model.

. Method of solution

A commercial CFD package CFX, Version 4.3 was used to
olve the equations of continuity and momentum. This package
s a finite volume solver, using body-fitted grids. A schematic
f the Deen et al. [22] experimental set-up is shown in Fig. 1. It
onsists of column with 0.15 m × 0.15 m cross-section and filled
ith distilled water up to the height of 0.45 m. A distributor plate

ontaining 49 holes with diameter of 1 mm were placed in the
iddle of the column at the base. The boundary conditions were

efined as follows. At the inlet the gas velocity was calculated
sing the superficial gas velocity and the area inlet, using the
act that total volumetric flow remains the same in the column
t any level,

G,in = VGAC

εGAin
(22)

here VG is the superficial gas velocity and Ac is the
ross-sectional area of the column. The gas inlet area Ain
0.03 m × 0.03 m) was implemented in a central area of 3 × 3
rid cells for coarse grid and 6 × 6 grid cells for the fine grid. The

rst node near the wall has y+ of 120 and 70 for coarse and fine
rid, respectively. A superficial gas velocity of 4.9 × 10−3 m/s
eads to a gas velocity at the inlet of 0.12 m/s for both the grid
pacing. Along the walls, the no-slip boundary condition was

ig. 1. Schematic of the numerical set-up for experiments of Deen et al. [22]
W = 0.15, H = 0.5, L = 0.45 m).
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dopted. For the k–ε model, wall functions were applied whereas
n case of LES, this condition was imposed using the wall treat-

ent of Werner and Wengle [36]. This approach was earlier
uccessfully used by Lakehal et al. [17]. The top of the air layer
s modeled as a pressure–constant boundary (relative p = 0). This
ondition was applied for both RANS and LES in order to fully
apture the details of the free surface. For LES, two test simula-
ions were carried out, with and without the free surface. Results
rom these two computations revealed that consideration of the
eformation of the free surface does not substantially modify
he solution, and a flat surface is a good approximation. In view
f this, the flat surface approximation was adopted for further
ES computations to economize on computing time. It was also
bserved that with and without extended flow domain, the RANS
pproach also showed insignificant change in predictions. How-
ver, the savings in terms of CPU times was not great, so the
ir blanket was retained for all computations carried out using
ANS.

In all the simulations, a bounded, third-order-accurate
UICK scheme was used for the discretization of the advection

erm and a second-order; fully implicit backward differencing
cheme was used for the time variable. All the simulations were
arried out using the well-tested PSI beta version of the CFX 4.3
ode (Smith and Milelli [37]) and appropriate user-defined sub-
outines. The following section discusses the grid requirement
riterion for LES.

.1. Grid requirement

In the present work, we couple the Euler–Euler approach
or multiphase modeling with LES, and therefore have to con-
ider the resolution requirements of both techniques in order to
hoose a satisfactory grid. As shown by Niceno et al. [18], a
asic requirement imposed by the Euler–Euler approach is that
he control volume size is large enough to encompass all the
nterface details. This was the intrinsic assumption in the deriva-
ion of the Euler–Euler model equations, and strictly has to be
atisfied at the discrete level as well. In LES, the SGS model is
ften very simple and only drains energy from the resolved field.
herefore, our goal in LES is to resolve as much as possible, and

o have as fine a grid as feasible for the available computer hard-
are. Since the Euler–Euler approach specifies the minimum

ontrol volume size, whereas for LES we are invariantly seeking
s fine a grid as possible, the requirements from the numerical
rid by LES may sometimes conflict with the requirements of
he Euler–Euler approach. This is illustrated in Fig. 2(a and b),
hich sketches the turbulence spectra (Niceno et al. [18]).
For successful LES, we must have a filter width (Δ) in the

nertial sub-range region, and all scales of motion larger than
hat (left of Δ in Fig. 2a and b), must be accurately resolved
n the numerical grid. If, however, we have a bubble diameter
dB) larger than Δ (Fig. 2a), it is obvious that they would induce
ome large-scale motions, but this is not properly accounted for

y simulation, since we have no information on interface details
nd its influence on the resolved large-scale motions. If we use
model for bubble-induced turbulence, it would even drain the

nergy from the resolved field, further deteriorating the accuracy
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Fig. 2. (a) Spectra for condition when bubble size larger than filter width (Niceno
e
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are fairly in agreement with the experimental data. It should
be noted that both the sub-grid scale models capture the experi-
mental observation reasonably well. In contrast, only large scale
fluctuations which are small in magnitude are resolved in the k–ε

Table 1
Overview of models and grid spacing

Case �x, �y �z

(mm)
�t Model Forces

1 10.0 0.01 Ex-RANSa, BIV MD, ML, MVM, MTD

2 10.0 0.005 LES, Smagorinsky, BIV MD, ML, MVM

3 10.0 0.005 LES, Germano, BIV MD, ML, MVM

4 10.0 0.005 LES, Germano MD, ML, MVM
t al. [18]), (b) spectra for condition when bubble size smaller than filter width
Niceno et al. [18]), (c) Milleli [16] condition.

f the resolved field. This is illustrated by the saw-like shading
n Fig. 2a. This influence on the resolved part of the spectra is
ot acceptable for LES.

The situation which is safe for Euler–Euler–LES is shown
n Fig. 2b, where dB is smaller than Δ, and all bubble induced
cales, which cannot be calculated with Euler–Euler–LES, fall
nto SGS part of the spectra. This is not just a conceptual con-

ideration, as shown by Milelli [16], who made an a-posteriori
nalysis of the minimum ratio of the bubble and cell size for LES
or bubble plumes and came up with the criterion: h/dB > 1.5. The

5
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riterion states that cell size must be at least 50% larger than the
ubble diameter for accurate LES. The situation is illustrated in
ig. 2c (Niceno et al. [18]).

In the present work, the bubble diameter was specified as
mm based on experimental observation. The flow is domi-
ated by the energetic, large-scale structures in the core of the
ow, with wall effects having a smaller impact on the overall
ow field, so we used a uniform grid with 15 × 15 × 50 (coarse
rid), 30 × 30 × 100 cells (fine grid). Since the dimensions of
he domain are 15 cm × 15 cm × 50 cm, ratio h/dB is 1.2 for the
ne grid and 2.5 for the coarse grid. A simulation over 150 real-

ime seconds needs roughly 72 and 192 h for coarse and fine grid,
espectively, on an AMD optron single-processor machine.

. Results and discussion

The simulations of gas liquid flow in a bubble column have
een carried out with two different approaches as described in
he earlier section using CFX 4.3. The details of the cases sim-
lated is given in Table 1. Deen et al. [14] carried out the LES
sing Smagorinsky model. In view of this, in the present study,
he effect of interfacial forces for LES has not been reported to
void repetition. Instead, new results with Germano model and
ensitivity analysis for RANS have been provided in the follow-
ng sections. Further, in case of RANS, attempt has been made to
ring out effect of turbulent dispersion force on the predictions.

The simulations have been carried out using the time step
etween 0.005 and 0.01 s, depending upon the resolution. The
ime step was selected by applying the CFL-criterion, i.e.

t ≤ �z/|u|. No significant effect was observed by refining the
ime step. The simulations were run for 20 s before any flow
tatistics were collected. This allowed for all the initial dynam-
cs of establishing the flow from zero velocity start condition
o die out. Statistical data was collected over the period of next
30 s. A time history plot of the axial liquid velocity at one
oint (z = 0.25 m, x = y = 0.075 m) in the column is shown in
ig. 3 between 100 and 150 s. From this figure, it can be seen

hat, provided that drag, lift and virtual mass forces are taken
nto account, LES represents the transient behaviour observed
n the experiments of Deen et al. [22] in terms of frequency and
mplitude of the fluctuations. Both the time and velocity scales
6.0b 0.005 LES, Germano, BIV MD, ML, MVM

a k–ε model with extra terms by Simonin and Viollet [30].
b Up to 450 mm in the z-direction.
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Fig. 3. Time history of the axial liquid velocity at the centerline of the column, at
a height of 0.25 m. (a) LDA experiments, (b) Germano prediction, (c) Smagorin-
s
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bubble induced turbulence (Eq. (5)). In order to see its effect,
ky prediction (dark line: mean profile, faint line: fluctuating velocity profile),
d) RANS predictions.

odel predictions. All the small-scale velocity fluctuations are
ontained in the turbulent kinetic energy k. It should be noted that
ANS predictions agree reasonably well with the mean velocity
redicted by all the models.
The energy spectrum obtained with data extracted from LES
s shown in Fig. 4. The spectrum exhibits broad-range turbu-
ence, with a slope changing between the single phase −5/3

s
f
b

Fig. 4. Power spectra taken at a one point (z = 0.25 m, x = y = 0.075 m).

nd two-phase −10/3 power laws in the inertial sub-range. Pre-
ious experimental studies have actually attributed the more
issipative spectrum to the presence of the dispersed phase, this
eing responsible for eddy disintegration (Lance and Bataille
38]). The spectrum shown in Fig. 4 was taken at a one point
z = 0.25 m, x = y = 0.075 m) using the time series obtained from
he LES simulation employing the Smagorinsky SGS model.

Deen et al. [14] examined the effect of interface forces and
hey have observed that plume spread can be captured when all
he three forces are used in the model. They found that the lift
orce has significant role on plume spreading whereas the virtual
ass force does not have significant impact on the predictions.
imilar observations were made in the present study, but are
ot reported in detail here. In Figs. 5 and 6, snapshots of liquid
elocity fields are displayed for all the three models at 40 and
50 s, respectively. Similar to the results shown in Fig. 3, the LES
odels resolve many more details of the flow. Large vortices can

e observed along the side of the bubble plume. Note that the
ow pattern changes with time. With RANS, the transient details
re not resolved, but are implicitly contained in the turbulent
inetic energy. It is seen that a large stationary vortex is obtained
ext to the bubble plume.

For comparing the predictions with experimental data, the
verage velocities are calculated during the simulation, accord-
ng to the following prescription:

2
k,n = tn − t0 − �t

tn − t0
· u2

k,n−1 + �t

tn − t0
· u2

k,n (23)

here t0 is the time from where gathering the statistics have been
tarted, �t the numerical time step and tn is the current time.

The effect of the bubbles on turbulence in the continuous
hase has been modeled using Sato’s eddy viscosity model for
imulations have been carried out with and without the model
or the case of Germano model and is shown in Fig. 7. It can
e seen from Fig. 7 which shows the prediction of axial liquid
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Fig. 5. Predicted instantaneous vector flow field

elocity, that there is not significant change in the predictions
ith and without bubble induced turbulence model of the form
roposed by Sato. This observation is in agreement with the
esults reported by Deen et al. [14] and Vanga Reddy et al. [15]

ho used CFX 4.3 and FLUENT for LES calculations, respec-

ively. Fig. 7 also shows the comparison of coarse grid and fine
rid predictions for the case of Germano model. It can be seen
hat the coarse grid predictions reasonably captures the exper-

o
a
a
p

Fig. 6. Predicted instantaneous vector flow field for axi
ial liquid velocity after 40 s for all three models.

mental observation. The predictions with fine grid show good
greement with the experimental observations.

Figs. 8 and 9 shows quantitative comparison between the
hree turbulence models for the average mean velocity profiles

f the liquid and the gas phase, respectively. It can be seen that
ll three models capture the experimental observations reason-
bly well. It can be observed that the axial gas velocity is over
redicted by all the three models, best results being calculated by

al liquid velocity after 150 s, for all three models.
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ig. 7. Effect of bubble induced turbulence and grid sensitivity on prediction of
xial liquid velocity distribution using SGS Germano model.

he Smagorinsky model. An obvious explanation for the higher
lip velocity predictions could be improper drag coefficient. In
iew of this, a sensitivity study has been carried out taking dif-
erent drag coefficient (in the range of 0.85–1.1) which resulted
n insignificant change in axial gas velocity. The reason for the
ver predictions of gas velocity is thus not clarified and should
e subject of further investigations. Further, it should be noted
hat two sub-grid scale model predict the axial liquid and gas
elocity more or less in identical way and that the k–ε model
redictions are in agreement with the LES predictions. This is
ontrary to results of Deen et al. [14]. This may be attributed

o the fact that Deen et al. [14] did not use lift force, virtual

ass force and turbulent dispersion force in their calculation
hile using k–ε model. Fig. 10 shows the comparison of pre-
ictions with various contributions of forces. It can be observed

ig. 8. Comparison of model predictions and experimental data for axial liquid
elocity at a height of 0.25 m, for three turbulence models.

t
fl
k

ig. 9. Comparison of model predictions and experimental data for axial gas
elocity at a height of 0.25 m, for three turbulence models.

hat especially the inclusion of the turbulent dispersion force
mproves the results significantly. The consideration of turbu-
ent dispersion in the simulation results in a further decrease
f liquid velocity and flat profile. Reason for this more and
ore homogenous up-flow is a greater and more equal distri-

ution of bubbles over a cross-section due to the dispersion.
urther, we investigated the effect of the extra source terms

n k and ε equations (Eqs. (13) and (14)) which are respon-
ible for the bubble induced turbulence. It can be seen from
ig. 10 that when these terms are used along with all the forces,

here is no significant change in the predictions of the mean
elocities.

Figs. 11 and 12, show profiles of the axial and lateral fluc-

uations of the liquid velocity. In the k–ε model the velocity
uctuations are not resolved but contained in the turbulent
inetic energy, k. Assuming local isotropy of the turbulence, the

Fig. 10. Effect of forces on RANS predictions.
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ig. 11. Comparison of model predictions and experimental data for axial liquid
elocity fluctuations at a height of 0.25 m, for three turbulence models.

elocity fluctuations in each direction can be derived as follows:

′2
L = v′2

L = w′2
L = 2

3
k (24)

In the RANS predictions, the axial velocity fluctuations are
ery low and lateral velocity fluctuations are too high. In the
ES the velocity fluctuations in the three coordinate directions
re calculated separately during the simulation. It can be seen
rom these experimental data that the assumption of isotropy is
ot valid, but both the sub-grid scale models for LES are able
o perform much better in that respect. Both profiles show good
greement with the experimental data. Finally the predictive per-
ormance of all the models can be discussed within context of
ig. 13 which shows the comparison of the turbulent kinetic

nergy for all the three models. It can be seen that the simula-
ions with the k–ε model and both sub-grid scale LES model
apture the experimental distribution reasonably well. It can be
owever observed that the predictions with the k–ε model are

ig. 12. Comparison of model predictions and experimental data for lateral
iquid velocity fluctuations at a height of 0.25 m, for three turbulence models.
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ig. 13. Comparison of model predictions and experimental data for turbulent
inetic energy at a height of 0.25 m, for three turbulence models.

oor near the wall. Further, refining the grid improved the results
ery little. The under-prediction of kinetic energy near the wall
ith the k–ε model can be attributed to several factors. First, the

nappropriateness of standard wall functions, which are basi-
ally meant for single phase flow. Second, the turbulence is a
ulti-scale phenomenon, with extremely complex energy cas-

ades in multiphase flows. Models like k–ε phenomenologically
odel turbulent kinetic energy production at large scales and

ts dissipation as small scales (Tennekes and Lumley [39]). By
veraging the Navier–Stokes equations in time, we are inevitably
osing the turbulent intensities of the large-scale structures near
he wall.

The LES results with two SGS models are almost identical
nd in accordance with the experimental data. Out of the two sub-
rid scale model, the performance of the Germano model is not
etter than that of the Smagorinsky model. Since, it is generally
elieved that a dynamic model would give better performance
or time and space developing flows (Germano et al. [21]), for
ows dominated by near-wall effect, transitional flow, and if grid
esolution is fine, this is not surprising. In those simulations the
ow is under rapid change and a constant Cs in the Smagorinsky
ub-grid scale model would not be expected to perform very
ell and account for the different, complicated flow features.
his motivated us to check the local values of Cs, computed by

he Germano model for this case. Fig. 14 shows the probability
ensity function of the Cs over the entire column. It can be
learly seen that value of Cs equal to 0.12–0.13 has highest
robability. It should be noted that the simulations carried out
n the present study using Smagorinsky model uses the value
f Cs equal to 0.12. This explains why the results are similar
or both the SGS models. Further, sensitivity analysis of the
onstant Cs in Smagorinsky model has been carried out taking
he two different values i.e. 0.09 and 0.15, which resulted in

nder and over prediction of centerline velocities by 30 and
5%, respectively. In view of this, one can conclude that the
ermano model can give correct estimate of Cs value for the

onfiguration/system under consideration and, in general, can
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ig. 14. Probability density function for computed constant Cs in Germano
odel over entire column.

e used for other systems where Cs is not known “a priori” from
revious analysis.

. Conclusion

The simulations have been carried out for the square
ross-sectioned bubble column. Euler–Euler simulations of the
as–liquid flow in a bubble column using a LES (two sub-grid
cale models) and k–ε model predictions has been compared
ith the experimental data from Deen et al. [22]. An extra con-

ribution in the effective viscosity for the turbulence induced by
ubbles was taken into account using the Sato model. The perfor-
ance of two different sub-grid scale models, the Smagorinsky
odel and the Dynamic model of Germano, has been assessed.
odifying the SGS models to account for bubble induced turbu-

ence did not change the results much. It was observed that the
ynamic approach of Germano does not perform better than the
magorinsky model for this configuration with Cs equal to 0.12.
n fact, it is found that the averaged Cs values obtained with the
ynamic model converge towards Cs = 0.12. However, though
ermano model predictions agree with Smagorinsky, still it can
e used to have estimates of Cs value which are not known
priori. As for the k–ε model, it was found that with all the

orces incorporated and using the extra source terms (Simonin
nd Viollet [30]) for turbulent kinetic energy and dissipation rate,
he standard k–ε model gives reasonably good agreement with
he mean experimental data except for the radial and axial dis-
ribution of the fluctuating liquid velocity and turbulent kinetic
nergy close to the wall.
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